Lack of Agreement in Pediatric Emergency Department Discharge Diagnoses from Clinical and Administrative Data Sources
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Abstract

**Background:** Diagnosis information from existing data sources is used commonly for epidemiologic, administrative, and research purposes. The quality of such data for emergency department (ED) visits is unknown.

**Objectives:** To determine the agreement on final diagnoses between two sources, electronic administrative sources and manually abstracted medical records, for pediatric ED visits, in a multicenter network.

**Methods:** This was a cross sectional study at 19 EDs nationwide. The authors obtained data from two sources at each ED during a three-month period in 2003: administrative sources for all visits and abstracted records for randomly selected visits during ten days over the study period. Records were matched using unique identifiers and probabilistic linkage. The authors recorded up to three diagnoses from each abstracted medical record and up to ten for the administrative data source. Diagnoses were grouped into 104 groups using a modification of the Clinical Classification System.

**Results:** A total of 8,860 abstracted records had at least one valid diagnosis code (with a total of 12,895 diagnoses) and were successfully matched to records in the administrative source. Overall, 67% (95% confidence interval = 66% to 68%) of diagnoses from the administrative and abstracted sources were within the same diagnosis group. Agreement varied by site, ranging from 54% to 77%. Agreement varied substantially by diagnosis group; there was no difference by method of linkage. Clustering clinically similar diagnosis groups improved agreement between administrative and abstracted data sources.

**Conclusions:** ED diagnoses retrieved from electronic administrative sources and manual chart review frequently disagree, even if similar diagnosis codes are grouped. Agreement varies by institution and by diagnosis. Further work is needed to improve the accuracy of diagnosis coding; development of a grouping system specific to pediatric emergency care may be beneficial.
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---

**Diagnoses made in the course of pediatric emergency department (ED) visits are routinely recorded in various data sources, including the clinical medical record and administrative sources associated with registration and billing. Information on diagnoses retrieved from these sources is commonly used for**

---
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a variety of purposes, including epidemiologic monitoring,\textsuperscript{1,2} administration,\textsuperscript{3,4} and clinical research.\textsuperscript{5-7}

Prior work by other investigators has raised concerns about the accuracy of diagnoses obtained from existing sources of data in other settings\textsuperscript{8} and in the ED.\textsuperscript{9} Errors may occur in the assignment of a given diagnosis by the clinician, in recording the diagnosis in the primary medical record, in abstracting and transcribing the diagnosis from the record into the administrative data set, or in extracting data from that data source.\textsuperscript{10} However, there has been no description of the quality of such diagnosis data for pediatric emergency care (i.e., in the setting of the pediatric ED).

The aim of this study was to determine the agreement on discharge diagnoses for pediatric ED visits obtained from two different data sources: diagnoses extracted from electronically stored administrative sources from hospital information systems, and diagnoses abstracted manually from medical records.

METHODS

Study Design
This was a cross sectional study comparing information obtained for the same patient visits from two data sources: medical paper charts (with abstraction performed by trained research assistants [RAs]), and electronic administrative (usually billing) data. In addition, we compared diagnoses from chart abstraction by the RAs and by physician investigators for a subset of patient visits.

The study was approved by the institutional review boards of the participating hospitals and of the Central Data Monitoring and Coordinating Center. The manual was pilot tested and then presented to study personnel through conference calls and circulation of a “frequently asked questions” list. For the administrative data sources, individual ICD-9-CM codes were assigned to the appropriate group using a standardized manual of operations, developed at the PECARN Central Data Management and Coordinating Center. The manual was pilot tested and then presented to study personnel at several training sessions. During the period of data collection, regular feedback was provided to study personnel through conference calls and circulation of a “frequently asked questions” list.

For the medical record review, RAs and physician investigators were instructed to record the specific diagnoses and then assign each diagnosis to the appropriate group using a standardized manual of operations, developed at the PECARN Central Data Management and Coordinating Center. The manual was pilot tested and then presented to study personnel at several training sessions. During the period of data collection, regular feedback was provided to study personnel through conference calls and circulation of a “frequently asked questions” list. For the administrative data sources, individual ICD-9-CM codes were assigned to the appropriate group using a slight modification of the validated Agency for Healthcare Research and Quality Clinical Classification System mapping software. When referring to agreement, the term “diagnosis” therefore refers to the diagnosis group, not the individual ICD-9-CM code.

Data Analysis
Records for visits from the electronic data were linked to the abstracted data using two methods. For records from institutions that were able to transmit unique identifiers, we performed exact matching on key fields: medical record number, date of birth, and date and time of visit. When unique identifiers permitting exact matching were not available, we used probabilistic record linkage. Probabilistic record linkage is a method in which common variables from the two databases are compared to determine the likelihood that the pair of records refers to the same visit.\textsuperscript{15,16} Variables used in the probabilistic linkage were date of birth, date and time of visit, gender, race/ethnicity, mode of arrival, home address, city, zip...
code, disposition, discharge date, and discharge time. Based on our file sizes and expected number of matches, only linked pairs attaining a minimum match probability of 90% of being correct were kept. The 90% minimum match probability was chosen based on a desire to minimize false positives as well as past experience with the linkage of similar databases. The physician investigator- and RA-abstracted data were matched using exact matching on medical record number and date of visit.

The outcome of interest was agreement between diagnosis categories in the two data sources. Because visits could have more than one diagnosis, we considered the unit of analysis the diagnosis, not the visit. We began with each diagnosis from the abstracted medical record. If the same diagnosis was found among any of the diagnoses in the corresponding administrative data for that visit, regardless of the order in which the diagnoses were listed, this was considered an agreement. The denominator is therefore the number of unique diagnoses found in the abstracted paper records, and the numerator is the number of matching diagnoses from the linked administrative record. Agreement rates were calculated for all identified diagnoses, as well as separately by hospital and by diagnosis group. For agreement between physician investigator and RA, we chose the site physician investigator as the reference standard and calculated true- and false-positive rates for the RA abstraction compared with the physician investigator. Although we recognize that the physician investigator may be subject to errors as well, we believed that an emergency physician reviewing a medical record retrospectively would be more likely to arrive at the diagnosis intended by another emergency physician compared with a billing coder or an RA.

When appropriate, 95% confidence intervals (CIs) for proportions were calculated using normal approximation methods.

RESULTS

Nineteen of the 25 sites were able to provide data from both electronic administrative sources and RA chart abstraction, and for these 19 sites we compared diagnoses from those two sources. Four additional sites performed chart abstraction but could not provide the electronic administrative data. For analysis of RA and physician investigator agreement, data from all 23 sites are included. Two sites in the PECARN network did not provide any data.

Data for 172,688 visits for patients younger than 19 years old were obtained from 19 PECARN sites during the three-month study period (Figure 1). A total of 9,553 records were manually abstracted during the ten randomly chosen study days. A total of 329 of these records could not be linked to a corresponding record from the administrative source, leaving 9,224 (96.6%) records successfully linked. Of these, 5,643 (61.2%) matched exactly on medical record number, date of birth, and date and time of visit. An additional 1,684 (18.3%) matched exactly on date of birth and on date and time of visit. The remaining 1,897 (20.6%) matched with at least 90% probability on other combinations of variables. No valid diagnosis code was recorded for 364 of the records, mostly due to the electronic record missing the required fifth digit in an otherwise valid ICD-9-CM code. This left 8,860 records for analysis, with 12,895 diagnoses in the abstracted records and 15,082 diagnoses in the matched electronic source.

Overall, 8,628 diagnoses were reported in both the abstracted record and the corresponding electronic administrative data, resulting in an agreement rate of 66.9% (95% CI = 66.1% to 67.7%). Diagnosis agreement did not differ substantially by the type of variables used to match the electronic and abstracted records. The diagnosis agreement rate for those records that matched exactly on medical record number, date of birth, date of visit, and hour of visit was the lowest, with an agreement of 66.1% (95% CI = 65.0% to 67.1%). For those records that matched exactly on date of birth, date of visit, and hour of visit, the rate of diagnostic agreement was 66.6% (95% CI = 64.7% to 68.5%), and for those records matching on other combinations of variables the diagnostic agreement rate was 69.6% (95% CI = 67.8% to 71.3%). Diagnosis agreement between abstracted records and electronic sources varied by site, with a range from 53.7% to 76.6%. While the differences between sites were statistically significant, there was no pattern of agreement based on site-specific sample size or by the average number of diagnoses per record at a site.

Table 1 shows the agreement by diagnosis groups for the 33 groups with at least 100 observations each; the total number of observations in these 33 groups is 10,989, or 85.2% of the total (an expanded table including all diagnosis groups is included as an online Data Supplement available at http://www.aemj.org/cgi/content/full/j.aem.2007.03.1357/D1). There was considerable variation in agreement between groups, from 2.5% to greater than 90% agreement. There was no pattern of agreement by the number of observations. In addition, the ten diagnosis groups with the highest agreement rates and the ten with the lowest rates include a representative combination of injury and noninjury diagnoses.

We examined in detail several of the diagnosis groups with poor agreement. The diagnosis group “strep throat” contains only three ICD-9-CM codes (034, 034.0, 034.1). When strep throat was the diagnosis abstracted from the chart, only 2.5% of administrative data for these patients also had a diagnosis of strep throat, constituting agreement. Of the other diagnoses from the matching administrative source, 76.1% were upper respiratory tract infection, 19.5% unspecified febrile illness, 17.0% pharyngitis, and 12.6% other bacterial infection. If the diagnosis groups for strep throat and pharyngitis are combined into a single category, agreement increases to 59.8%.

When the category “intestinal infection” was abstracted from the medical record, only 8.2% of corresponding electronic data also had a diagnosis of intestinal infection, indicating agreement. The single most common alternative diagnosis group reported in the administrative data for these patients was gastroenteritis (88.5%); other diagnoses commonly found were nausea/vomiting (32.0%), fever (18.9%), and dehydration (fluid/electrolyte disorder) (18.0%). When intestinal infection and gastroenteritis were combined into a single category, the agreement was 90.3%.
A total of 667 charts (7% of the 9,224 successfully linked) were abstracted by both the site physician investigator and the RA. The physician investigators recorded a total of 903 diagnoses. Using these as the reference standard, the RAs correctly recorded the same diagnosis 689 times, for a true-positive rate (sensitivity) of 76.3% (95% CI = 73.5% to 79.1%). Conversely, of the 956 diagnoses recorded by RAs, 267 were not recorded by the physician investigator, yielding an RA false-positive rate of 27.9% (95% CI = 25.1% to 30.8%).

Of the 903 diagnoses recorded by the physician investigators, 753 (83.4%) came from hospitals that provided electronic administrative data. We linked the diagnoses recorded by the physician investigators to 683 of these records, and 676 of these administrative records reported at least one diagnosis. There was an overall agreement between diagnosis abstracted by the investigator and that obtained in the administrative data of 64.4% (95% CI = 60.6% to 68.0%).

**DISCUSSION**

In this study, we have demonstrated limited agreement between ED diagnoses abstracted from the medical record and those obtained from administrative billing sources, extending to ED visits a phenomenon previously shown for both inpatient and ambulatory visits. When diagnosis data from existing administrative sources are used for research or other purposes, there may be questions about completeness and the extent to which the administrative data source correlates with the clinical record. We previously reported that the discharge diagnosis was present in the electronic administrative source for 97% of pediatric ED visits in PECARN, but was missing in up to 16% of visits at some individual sites. Studney and Hakstian, in a study of more than 1,200 office visits to 12 primary care practices in British Columbia, compared diagnoses abstracted from the chart with those listed in the billing record. The overall agreement rate was 60%, similar to that in the current study, with a wide range of agreement across physicians from 34% to 89%. Hsia et al. found a 21% error rate in diagnosis-related group coding of hospital discharges in a sample of U.S. hospitals. Interestingly, although such discrepancies have been widely reported for some time, health professionals may underestimate the degree of the problem. In a national survey of more than 16,000 health information managers at U.S. hospitals, respondents reported an estimated average 5.1% disagreement rate between physicians and coders, with only 7% reporting an estimated disagreement rate of more than 10%.

Other investigators, focusing on adult ED visits, have described limitations of administrative diagnosis data. Nagourney et al. found both underascertainment and overascertainment of acute coronary syndromes using discharge diagnosis compared with medical record review of formal diagnostic criteria. Bazarian et al., studying mild traumatic brain injury, found that ICD-9 codes were reasonably specific but insensitive in identifying patients with traumatic brain injury compared with prospective surveillance. The results of the current study demonstrate similar problems for childhood ED visits across a broad spectrum of diagnosis groups and among a diverse group of hospitals.

Disagreement between two sources of information may arise from numerous factors. First, some of the pairs of records may have been linked in error and not actually refer to the same visit, although this is unlikely because the expected error rate is quite low given the 90% minimum linkage probability and the availability of unique identifiers for the majority of records;
moreover, a small linkage error rate would not explain disagreement rates as high as those found here. There could also have been errors in coding by hospital personnel when diagnoses were entered into the administrative data set. Such errors may be relatively random, as might occur with erroneous keystrokes, for example, or may reflect systematic differences in criteria used by coders compared with clinical personnel. \(^{23}\) Differences in sequences of multiple diagnoses are common, \(^{24}\) but we examined any occurrence of the same diagnosis, regardless of order; therefore, it is unlikely that this accounted for the disagreement rate. In addition, errors may have occurred in chart abstraction by study personnel. This is supported by our findings of substantial interrater disagreement between the physician abstractors and the administrative data.

Finally, disagreement may arise when similar diagnoses are assigned different codes, leading to a distinction without a clinically meaningful difference. This can occur when coders and study abstractors use different levels of specificity in the ICD-9-CM code assignment (e.g., use of three-digit vs. four-digit or five-digit codes) or when less specific diagnoses may be reasonably assigned to one of several codes. An example of the latter would be the use of ICD-9-CM code 009.0, for “infectious enteritis not otherwise specified,” in place of one of the codes indicating enteritis caused by a specific infectious agent. Such clinically unimportant variation may arise due to the very large number of individual ICD-9-CM codes (more than 8,000). Other investigators have found high rates of disagreement even when similar diagnoses are grouped together. \(^{25,26}\) We attempted to minimize such unimportant variation by using a previously developed diagnosis clustering system, the Agency for Healthcare Research and Quality Clinical Classification System. However, even with our modification of this system, the groupings may not be suitable for pediatric ED visits in that some similar diagnoses may be placed into different categories, as appears to be the case for lower gastrointestinal illnesses, for example. Improved agreement, and more meaningful information, may be possible with a diagnosis grouping system developed specifically for pediatric ED visit diagnoses. Although such groupings have been developed on an ad hoc basis for specified purposes, \(^{27}\) no widely accepted, validated diagnosis grouping system currently exists.

**LIMITATIONS**

A potential limitation of the current study is the possibility of variation in quality of data and medical record abstraction across sites. In addition, we used diagnosis groups rather than specific diagnoses to minimize unimportant variability in coding. However, this would also tend to overstate the observed agreement. On the other hand, as noted previously, the grouping system we used was not intended specifically for pediatric ED diagnoses and could lead to seemingly related diagnoses being placed in different groups, increasing the apparent disagreement.

Given the recognized problems in obtaining diagnosis data from existing records, how can accuracy be improved? Better, more uniform training of coders, physicians, and research staff may lead to greater agreement. We attempted to standardize data abstraction through training, feedback, and provision of a study manual of operations, but more rigorous training may be beneficial. Agreement may also be improved by having more highly trained clinical personnel performing chart abstraction, although our study was not designed to test this hypothesis. However, we believe our results are applicable to the common practice of using nonclinical research staff to perform chart abstraction. These results suggest that such practices warrant caution. Finally, development of a clinically sensible system of grouping diagnoses in a way that minimizes unimportant variation

<table>
<thead>
<tr>
<th>Diagnosis Group</th>
<th>Percent Agreement</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Otitis media</td>
<td>94.0</td>
<td>92.4, 95.6</td>
</tr>
<tr>
<td>Laceration: head, neck, trunk</td>
<td>93.5</td>
<td>91.1, 95.8</td>
</tr>
<tr>
<td>Fracture: upper extremity</td>
<td>91.9</td>
<td>88.1, 95.7</td>
</tr>
<tr>
<td>Croup</td>
<td>90.4</td>
<td>85.5, 95.4</td>
</tr>
<tr>
<td>Fluid/electrolyte disorder (including dehydration)</td>
<td>89.0</td>
<td>85.5, 92.5</td>
</tr>
<tr>
<td>Seizure/epilepsy</td>
<td>88.3</td>
<td>83.6, 93.0</td>
</tr>
<tr>
<td>Asthma</td>
<td>86.8</td>
<td>84.0, 89.6</td>
</tr>
<tr>
<td>Pneumonia</td>
<td>86.5</td>
<td>82.4, 90.6</td>
</tr>
<tr>
<td>Bronchiolitis</td>
<td>84.9</td>
<td>80.6, 89.1</td>
</tr>
<tr>
<td>Eye problem</td>
<td>78.3</td>
<td>72.2, 84.4</td>
</tr>
<tr>
<td>Laceration: lower extremity</td>
<td>77.1</td>
<td>70.5, 83.8</td>
</tr>
<tr>
<td>Abdominal pain</td>
<td>74.2</td>
<td>69.1, 79.3</td>
</tr>
<tr>
<td>Upper respiratory infection</td>
<td>73.9</td>
<td>71.0, 76.8</td>
</tr>
<tr>
<td>Sprain/strain</td>
<td>73.6</td>
<td>69.1, 78.2</td>
</tr>
<tr>
<td>Mental disorder/illness of other</td>
<td>73.1</td>
<td>64.6, 81.6</td>
</tr>
<tr>
<td>Pharyngitis</td>
<td>72.7</td>
<td>67.9, 77.5</td>
</tr>
<tr>
<td>Gastroenteritis</td>
<td>72.2</td>
<td>68.7, 75.7</td>
</tr>
<tr>
<td>Superficial injury</td>
<td>71.5</td>
<td>67.8, 75.3</td>
</tr>
<tr>
<td>Nausea/vomiting</td>
<td>71.3</td>
<td>65.9, 76.6</td>
</tr>
<tr>
<td>Allergic reaction</td>
<td>69.9</td>
<td>62.9, 76.9</td>
</tr>
<tr>
<td>Urinary tract infection</td>
<td>69.9</td>
<td>61.8, 78.0</td>
</tr>
<tr>
<td>Fever</td>
<td>64.4</td>
<td>61.0, 67.8</td>
</tr>
<tr>
<td>Viral infection</td>
<td>62.2</td>
<td>58.9, 65.4</td>
</tr>
<tr>
<td>Injury: other</td>
<td>58.9</td>
<td>53.3, 64.6</td>
</tr>
<tr>
<td>Respiratory disease/cough</td>
<td>56.0</td>
<td>48.5, 63.6</td>
</tr>
<tr>
<td>Skin condition (including dermatitis and skin infection)</td>
<td>45.7</td>
<td>40.3, 51.2</td>
</tr>
<tr>
<td>Other</td>
<td>30.6</td>
<td>26.7, 34.4</td>
</tr>
<tr>
<td>Head injury/concussion</td>
<td>21.8</td>
<td>16.2, 27.4</td>
</tr>
<tr>
<td>Other bacterial infection</td>
<td>19.4</td>
<td>11.8, 27.1</td>
</tr>
<tr>
<td>Other lower gastrointestinal disease</td>
<td>12.5</td>
<td>7.4, 17.6</td>
</tr>
<tr>
<td>Intestinal infection</td>
<td>8.2</td>
<td>3.3, 13.1</td>
</tr>
<tr>
<td>Respiratory failure, insufficiency, or arrest (includes hypoxia)</td>
<td>6.3</td>
<td>2.1, 10.4</td>
</tr>
<tr>
<td>Strept throat</td>
<td>2.5</td>
<td>0.1, 5.0</td>
</tr>
</tbody>
</table>
and that is specifically applicable to pediatric emergency visits may be useful. Motivated in part by our findings, members of this study team are now working to develop such a grouping system.

**CONCLUSIONS**

We conclude that there is only moderate agreement between diagnosis codes from electronic administrative data sources and diagnoses abstracted from paper medical records for pediatric ED visits. Those using administrative data for studying disease and injury trends or evaluating outcomes and quality of care must be aware of the potential limitations of these data. Administrative data may not always accurately reflect patient chart information, and coded diagnoses may differ between data sources. When possible, steps should be taken to evaluate the quality of administrative data to minimize errors in diagnosis categorization.
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